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Abstract

Should monetary policy lean against financial stability risks? This has been a subject of fierce debate over the last decades. We contribute to the debate about “leaning against the wind” (LAW) along three lines. First, we evaluate the cost and benefits of LAW using the Svensson (2017) framework for the euro area and find that the costs outweigh the benefits. Second, we extend the framework to address a critique that Svensson does not consider the lower frequency financial cycle. Third, we use this extended framework to assess the costs and benefits of monetary and macroprudential policy. We find that macroprudential policy has net marginal benefits in addressing risks to financial stability in the euro area, whereas monetary policy has net marginal costs. This would suggest that an active use of macroprudential policies targeting financial stability risks would alleviate the burden on monetary policy to “lean against the wind”.
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Introduction

The current accommodative stance of monetary policies around the globe is unprecedented in its scale and duration. The economic fundamentals justify the continued support but, as the buildup to the Global Financial Crisis (GFC) showed, keeping policy rates “too low for too long” can create financial stability risks. The question of how to address these risks has been debated since the 1990s.

We contribute to this debate by analysing the cost and benefits of “leaning against the wind” in the euro area. Furthermore, we take the financial cycle into account in our assessment and, last but not least, we bring macroprudential policy into the picture.

The debate on whether to use monetary policy to address risks to financial stability, or to “lean against the wind”, has been going on in policy and academic circles for at least two decades in two distinct stages. The first stage can be traced back to the empirical findings of Bernanke and Lown (1991) and Borio et al. (1994), who documented a positive association between large fluctuations in equity and real estate prices and those in real economic activity. During this first stage, which lasted until the GFC, the prevailing view was that monetary policy should respond to fluctuations in asset prices only to the extent that they affect forecasts of inflation or the output gap.¹

This view was based on two main arguments:² first, the early identification and precise measurement of price bubbles in real time was difficult, if not outright impossible; second, even if such price misalignments were observed, it was argued, monetary policy would not be able to deal with them adequately. This was because the interest rate adjustments necessary to contain asset price bubbles could, as a side effect, trigger bubbles in other asset classes and instabilities in aggregate demand.

This view was not shared by everyone. Cecchetti and others called for a more active role for monetary policy in addressing financial stability risks.³ They argued that if expected inflation were to remain unaffected by an asset price bubble, which would be the case if the bubble did not last for too long, then reacting only to expected inflation would not prevent bubble-induced

---

³See Borio et al. (2003), Borio and Lowe (2002) and Cecchetti et al. (2000, 2002).
macroeconomic volatility.

Notably, in the pre-crisis stage, the debate neither centred on the role of excessive credit or risk-taking in fuelling asset price bubbles, nor did it consider the role of macroprudential policies. This changed dramatically in the aftermath of the financial crisis, which ushered in the second stage of this debate. In this second stage, the focus first turned towards credit-fuelled price bubbles. These price misalignments are especially harmful because they generate feedback loops in financial markets that can considerably exacerbate systemic risk and financial instability.

Second, the debate has focused on how to tackle such imbalances in the most effective manner. The severe consequences of credit-fuelled asset price bubbles called for the development of new policy instruments tailored to containing systemic risk, i.e. macroprudential policy. A discussion has also emerged on whether monetary policy should coordinate with macroprudential policy to jointly safeguard financial stability. This coordination would be predicated on the strong mutual dependencies between the two policy functions and reflect uncertainty about whether macroprudential policy can fulfil all its objectives.

Two opposing viewpoints have been put forward, calling for either (i) two separate policy functions, which would keep the pre-crisis, price stability-oriented, monetary policy frameworks largely unchanged, or (ii) fully merging monetary policy and macroprudential policy.

According to Smets (2014), the need to incorporate, to some extent, financial stability concerns into monetary policy objectives hinges on: (i) the effectiveness of macroprudential policies (e.g. the ability to manage the financial cycle); (ii) the extent to which monetary policy (including conventional and unconventional measures) can be a source of financial instability, for example by incentivising bank risk-taking; and (iii) the extent to which monetary policy can remain

---

4See Brunnermeier et al. (2017), Brunnermeier and Schnabel (2016) and Jordà et al. (2015a,b).
5Systemic risk can be defined as “the risk that the provision of necessary financial products and services by the financial system will be impaired to a point where economic growth and welfare may be materially affected.” It can arise from “(i) an endogenous build-up of financial imbalances, possibly associated with a booming financial cycle; (ii) a large aggregate shock hitting the economy or the financial system; or (iii) from contagion effects across markets, intermediaries or infrastructures”. For definitions see the European Central Bank (ECB) financial stability website at http://www.ecb.europa.eu/ecb/tasks/stability/html/index.en.html.
6See e.g. Bean et al. (2010).
7See e.g. Brunnermeier and Sannikov (2013).
independent from financial stability concerns, especially in crisis times. The dominant view in the post-crisis stage still prescribes that monetary policy should not respond to financial stability concerns. The reason is now, however, different: the new macroprudential policies are deemed the most effective tool for ensuring financial stability, because they can directly restrain excessive leverage or risk-taking. Reinforcing this view, Korinek and Simsek (2016) have recently shown that an increase in interest rates can in fact lead to a higher level of household indebtedness and financial instability, because higher interest rates also increase the debt service burden and lower the income of the borrowers, who then borrow more to smooth consumption.

Focusing on monetary policy and equipped with a model-based approach, Gerdrup et al. (2017) and Filardo and Rungcharoenkitkul (2016), find evidence in support of LAW. Gerdrup et al. (2017) base their analysis on a standard New-Keynesian framework with regime-switching and implement an optimal rule that generates net benefits, mainly by reducing output volatility.

Contributing to this debate, we highlight three points: (i) we evaluate the costs and benefits of LAW in the euro area; (ii) we extend the model to take into account the financial cycle; and (iii) we evaluate macroprudential and monetary policy using the extended framework with regards to the cost and benefits of addressing financial stability risks.

The analysis is based on the theoretical framework brought forward by Svensson (2017). The dynamic stochastic general equilibrium (DSGE) model underlying the cost benefit framework includes an inflation-targeting central bank. The cost of LAW is measured by the increase in unemployment following a monetary policy tightening, and benefits are related to a lower probability and severity of financial crises. The empirical results are based on a monetary policy shock in a calibrated DSGE model for Sweden.

Svensson argues that LAW not only has a cost in terms of a weaker economy if no crisis occurs but also substantial costs in terms of higher unemployment going into the crisis due to the policy.

The empirical analysis of Svensson concludes that the marginal costs of LAW far exceed the benefits. In other words, the cost of higher unemployment as a result of the monetary policy

---

8To the extent that an extended monetary policy mandate including financial stability concerns, as a complement to macroprudential policies, can help prevent the build-up of excessive debt overhangs in pre-crisis periods, it could alleviate the need for monetary policy to engage in post-crisis resolution policies.
tightening far outweighs the benefits of the reduced probability and severity of financial crises. Svensson’s conclusions have been criticised by the Bank for International Settlements (BIS) and others for not properly accounting for systemic risk and the persistence of the financial cycle, which risks ignoring the long-lasting effects on the real economy that financial crises may have.\textsuperscript{9} Accounting for these elements, it is argued, would create a case for a more active use of monetary policy to lean against the financial cycle.

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure1.png}
\caption{Comparing the cost and benefits of monetary and macroprudential policy “leaning against the wind”}
\end{figure}

To shed further light on this question we have recalibrated Svensson’s model for the euro area.\textsuperscript{10} Furthermore, we account for the critique of the BIS by modifying the Svensson framework to take into account the financial cycle. We do this by making the probability of a crisis start dependent on a financial cycle indicator. Figure 1 summarises our main findings. The figure shows that the recalibration comes to the same conclusion for the euro area as Svensson does for Sweden; namely, that LAW is associated with substantial net marginal costs (though slightly lower than the original Svensson result; see second bar from the left). Furthermore, when taking

\textsuperscript{9}See e.g. Adrian and Liang (2016), BIS (2016), Filardo and Rungcharoenkitkul (2016), Gourio et al. (2017).
\textsuperscript{10}To calibrate the Svensson model for the euro area, the DSGE model of Darracq Pariès et al. (2011) was used.
into account the financial cycle, we find that the effect of LAW still implies substantial marginal costs (see third bar). The different outcomes between our analysis and the approach taken by Gerdrup et al. (2017) stem from the nature of the policy intervention and the sensitivities of real and financial variables to policy interventions. First, in the latter a policy intervention is optimal through the cycle compared to a one-time discretionary intervention in Svensson’s framework. Thereby, “collateral damage” to the economy is minimised. Second, financial variables react very differently (stronger reduction in debt growth in the latter analysis) and imply a higher benefit of reducing crisis probability in the analysis by Gerdrup et al. (2017).

Turning to macroprudential policy, we focus on two measures. A permanent 1 percentage point (pp) increase in bank capital requirements and a permanent 1 pp tightening in loan-to-value (LTV) requirements. When modifying the model this way, we observe (fourth and fifth bar) that these measures are more effective in reducing the probability and severity of financial crises (marginal benefits) and that the negative impact on unemployment is lower (marginal costs), than a monetary policy that tries to address financial stability risks. Overall, the marginal benefits of macroprudential policy outweigh the marginal costs. Note that we consider the interaction with the financial cycle for the assessment of macroprudential policy. Overall, these findings would suggest a meaningful role for macroprudential policies in complementing monetary policy and helping alleviate the burden on monetary policy to lean against financial stability risks.11

The paper is structured as follows: Section 1 describes the Svensson framework underlying our analysis throughout. Section 2 takes Svensson’s analysis for monetary policy to the euro area. Section 3 describes our extension of the Svensson model to consider the financial cycle and evaluates monetary policy in this extended framework. Section 4 analyses macroprudential policy in the extended framework. Section 5 carries out robustness checks and Section 6 discusses the results. Finally, Section 7 concludes.

11In the context of the euro area, the relative effectiveness of macroprudential policy to tackle the build-up of financial stability risks may be even more pronounced owing to the fact that, in a monetary union, a single monetary policy is not well-suited to deal with financial imbalances building up at national level. Such imbalances are indeed better tackled with targeted national macroprudential measures (Darracq Pariès et al., 2019).
1 Svensson framework

We base our calculations on the framework defined by Svensson (2017). Before discussing the evaluation of the different policy options, we will explain in the following the underlying framework and the parameters used.

The Svensson framework is based on a quadratic loss function of unemployment. Assuming a monetary policy that stabilises both the inflation rate around an inflation target and the unemployment rate around its long-run sustainable rate, we define, $u_t^*$, as the optimal unemployment rate under flexible inflation targeting when the possibility of a financial crisis is disregarded. The loss from the unemployment rate deviating from the benchmark unemployment rate, $u_t^*$, can be represented by the quadratic (indirect) loss function:

$$L_t = (\tilde{u}_t)^2,$$

with, $\tilde{u}_t = u_t - u_t^*$, being the unemployment deviation.$^{12}$

For the purpose of evaluating the costs and benefits of different policy options we consider two states of the economy after period 1. With a probability $p_t$ the economy is in a crisis state and the crisis unemployment deviation, $\tilde{u}_t^c$, is conditional on being in a crisis state. For the non-crisis state, which occurs with probability $1 - p_t$, the unemployment deviation is denoted by $\tilde{u}_t^n$.

The expected quarter-t loss conditional on information available in quarter 1 can be written as:

$$E_1 L_t = E_1 (\tilde{u}_t)^2 = (1 - p_t)E_1 (\tilde{u}_t^n)^2 + p_tE_1 (\tilde{u}_t^c)^2.$$ 

The crisis unemployment deviation, $\tilde{u}_t^c$, is composed of two components. A crisis increase in the unemployment rate net of any policy reaction, $\Delta u$, and the non-crisis unemployment deviation,$^{12}$See Appendix A of Svensson (2017) for further details on the quadratic loss function.
\( \tilde{u}_t^u \). Therefore, we can rewrite the expected quarter-\( t \) loss as:

\[
E_1 L_t = (1 - p_t)E_1(\tilde{u}_t^u)^2 + p_tE_1(\Delta u_t + \tilde{u}_t^u)^2,
\]

\[
= E_1(\tilde{u}_t^u)^2 + p_t \left( E_1(\Delta u_t + \tilde{u}_t^u)^2 - E_1(\tilde{u}_t^u)^2 \right),
\]

\[
= E_1(\tilde{u}_t^u)^2 + p_t \left( E_1(\Delta u_t)^2 + 2E_1(\tilde{u}_t^u \Delta u_t) \right).
\]

The second term in the last two expressions deserves further explanation. This term describes the cost of a crisis as being the crisis deviation less the non-crisis deviation.

Any policy will have an impact on the quarter-\( t \) loss and we define the net marginal cost, \( NMC_t \), as the derivative of the quarter-\( t \) loss function with respect to the policy measure, \( p_i \), implemented to address risks to financial stability:

\[
NMC_t = \frac{dE_1 L_t}{dp_i^1}.
\]

Taking the partial derivatives for each component of the rewritten quarter-\( t \) loss function yields:

\[
MC_t = 2(\tilde{E}_1 \tilde{u}_t^u + p_t \tilde{E}_1 \Delta u_t) \frac{d \tilde{E}_1 u_t^u}{dp_i^1},
\]

\[
MB_t^p = - \left( E_1(\Delta u_t)^2 + 2E_1(\tilde{u}_t^u \Delta u_t) \right) \frac{dp_t}{dp_i^1},
\]

\[
MB_t^{\Delta u} = -2p_t \tilde{E}_1(\tilde{u}_t^u + \Delta u_t) \frac{d \tilde{E}_1 \Delta u_t}{dp_i^1},
\]

\[
NMC_t = MC_t - (MB_t^p + MB_t^{\Delta u}),
\]

with \( MC_t \) being the marginal cost related to the change in the unemployment rate, \( MB_t^p \) being the benefits from a lower probability of a crisis, and \( MB_t^{\Delta u} \) being the benefit of a reduced severity of a crisis.

In order to assess whether a policy is favourable, we look at the cumulated net marginal cost:

\[
NMC = \sum_{t=1}^{\infty} NMC_t = \sum_{t=1}^{\infty} MC_t - \left( \sum_{t=1}^{\infty} MB_t^{\Delta u} + \sum_{t=1}^{\infty} MB_t^p \right).
\]

Here, we will look at the cumulated net marginal cost after 40 quarters.

\[13\] We do not consider discounting, in line with Svensson (2017).
In order to evaluate policies in our framework, we need to define what values the static and dynamic components of the framework will take. Since we are taking partial derivatives, we need to define the constant values of the probability of a crisis, the non-crisis unemployment deviation, and the crisis increase in the unemployment rate.

The probability of being in a crisis is determined, assuming a Markov process, by the probability of a crisis start and the crisis duration. We stick to the benchmark calibration of Svensson (2017) and assume a crisis duration of eight quarters and a quarterly probability of a crisis start of $q_t = 0.8\%$. Using a simple linear approximation these values imply a steady state probability of being in a crisis of around $p_t = 6\%$.

Underlying the quarterly probability of a crisis start is a logistic function that links the policy impact via debt growth to the probability of a crisis. The constant crisis probability is therefore dependent on the steady state growth of debt. Again we rely on the benchmark calibration and assume a 5% per annum growth in debt. Note that this assumption will change when considering the financial cycle, as will be explained in Section 3.

As for the crisis increase in unemployment, $\Delta u$, we take the benchmark value of a 5 pp increase. Svensson refers to estimates of the crisis unemployment increase from IMF (2015) and Sveriges Riksbank (2013). A larger crisis increase in unemployment would lead to higher net marginal benefits because of the quadratic term in the marginal benefits of a lower probability of a crisis start, see equation (2), and the otherwise linear influence of the crisis increase on the costs, see equation (1).

With regard to the benefits of a less severe crisis, we rely on the conservative estimates found in Sveriges Riksbank (2014). These estimates, which Svensson uses in his framework, imply that the marginal benefit is equal to 0.02 times the policy effect on the household debt-to-income ratio.

All three parts rely on calibrated parameters, where we stick to the original benchmark calibration.

---

14 See Appendix C in Svensson (2017) for further details on the Markov process.

15 The eight quarters crisis duration Svensson assumes are to be seen in combination with the 5 pp unemployment increase. Taken together, 10 pp-years of unemployment deviation determine the severity of the crisis in the model.

16 The linear approximation is the sum of the quarterly probabilities of a crisis start over eight quarters: $p_t \approx \sum_{i=0}^{7} q_{t-i}$.

17 The function is taken from the estimates found in Schularick and Taylor (2012).
by Svensson, and policy responses. We use the benchmark calibration in order to ensure comparability and because this calibration is very conservative and tilted in favour of LAW. The relevant impulse responses going into the Svensson framework are: unemployment [pp] for marginal cost, real household debt growth [%] for marginal benefit of a lower probability of a crisis and the debt-to-income ratio [pp] for the severity of a crisis.

2 Monetary policy “leaning against the wind” in the euro area

First, we want to contrast the results of Svensson with those of the euro area. After all, Sweden is a small open economy and the euro area is not. Therefore, monetary policy will have different effects on the macroeconomy. The results for monetary policy “leaning against the wind” are achieved by assuming the policy rate to be 1 pp above the flexible inflation targeting implied equilibrium rate for four quarters and to move endogenously thereafter.\(^{18}\) This policy experiment in Svensson (2017) is conducted using the RAMSES DSGE model for Sweden.\(^{19}\) In order to calibrate the Svensson framework for the euro area, we employ the estimated closed economy DSGE model of Darracq Pariès et al. (2011).\(^{20}\) The impulse response functions (IRFs) for real gross domestic product (GDP) and real household and firm debt are then used to calculate the unemployment deviation (proxied by the GDP deviation times the Okun coefficient, with a value of 2), household debt growth and the debt-to-income ratio (total debt/GDP). These three series are used as inputs in the cost-benefit framework by Svensson (2017). The unemployment deviation drives the marginal costs, debt growth drives the probability of crisis and the debt-to-income ratio drives the severity of crisis.

Svensson’s framework allows us to look at the cost over time. In order to establish whether a policy has net benefits or net costs, we look at the cumulative costs and benefits over 40 quarters.

For monetary policy we can see that the marginal costs are driving the results (see Figure 3). Monetary policy has a relatively strong impact on the real economy and the benefits are not sufficient to outweigh these high costs over time. An interest rate increase does lower debt and

\(^{18}\) We achieve this by extracting the monetary policy shocks from a conditional forecast on the policy rate being fixed for four quarters.

\(^{19}\) See Adolfson et al. (2013).

\(^{20}\) See Appendix A for an overview of the model.
debt-to-income in the long term but not enough to tip the balance between costs and benefits over the horizon of 40 quarters. In the short run an interest rate hike leads to an increase in debt levels (see Figure 2). This result is confirmed by Korinek and Simsek (2016) and Gelain et al. (2018) and exacerbates the negative effects of monetary policy in the short run. Only in the medium turn does the debt-to-income ratio decrease. The result of Svensson for “leaning against the wind” can be confirmed for the euro area, whereas the cumulated net marginal costs are slightly lower but still strongly negative.

3 Financial Cycle

A critique of the Svensson framework is that “leaning against the wind” is implemented as an interest rate deviation of 1 pp above flexible inflation targeting for four quarters and not as a through the financial cycle optimisation, as presented in Filardo and Rungcharoenkitkul (2016). Furthermore, the authors argue that Svensson’s framework is unable to capture the effect of the financial cycle on the costs and benefits of LAW. BIS (2016) underlines that the financial cycle has a much lower frequency and that risks build up gradually. These features are not captured in Svensson’s framework because of the shorter time horizons used.

We take this critique into account by employing the Systemic Risk Indicator (SRI) developed at the ECB.21 It is designed as an early warning indicator of cyclical systemic risk and consists of a weighted average of the following normed variables:

- 2-year change in bank credit-to-GDP ratio
- 2-year growth rate of real total credit
- 3-year change in residential real estate price-to-income ratio
- 2-year change in the debt-service ratio
- 3-year growth rate of real equity prices
- Current account-to-GDP ratio

21See European Central Bank (2018) for details on the SRI.
In order to incorporate the lower frequency of the financial cycle into the Svensson framework, we have to establish the link between the probability of a crisis start and the financial cycle, more specifically the SRI in our case.\textsuperscript{22} In the original framework, Svensson relies on estimations done by Schularick and Taylor (2012). These calculations establish a link between credit growth and periods of financial crisis as defined by their database.\textsuperscript{23} The SRI, on the other hand, was developed using the financial crisis database by Lo Duca et al. (2017). This database focuses on Europe and provides crisis start and end dates by month.

Before regressing the SRI on the crisis start dates, we have to construct the SRI from the IRFs of the DSGE model. Since the Darracq Pariès et al. (2011) model does not include an external sector or equity markets, we cannot include the three year growth rate of real equity prices and current account–to-GDP ratio in the calculation of the SRI. Therefore, we take a reduced version of the SRI based on the other four variables: the two year change in bank credit-to-GDP ratio, two year growth rate of real total credit, the three year change in residential real estate price-to-income ratio, and the two year change in the debt-service ratio. Table 1 shows the weights used in constructing the SRI. These are chosen to optimise the early warning properties of the SRI for systemic financial crisis, using a constrained least squares regression. The variables used in the regression are normalised with their mean and standard deviation across time and geographies.

Having constructed the four-variable SRI, we run the following regressions:

$$Pr(p_{i,t}) = b_{0,i} + b_1(L)SRI_{i,t} + b_2X_i + \varepsilon_{i,t},$$

with $b_1(L)$ being the lag polynomial of zero up to twenty quarters, and $X_i$ being country fixed effects. The left-hand side variable is the probability of a crisis start in the respective quarter.

Given that the lags of the SRI are highly autocorrelated and therefore multicollinear, we resort to regularisation techniques for variable selection. Using an elastic net regression, we identify the relevant lags and use the maximum likelihood estimates.\textsuperscript{24} Table 2 shows the result of the maximum likelihood regression for the selected variables. Using cross-validation for selecting the

\textsuperscript{22}See Schüler et al. (2015) or Rünstler and Vlekke (2018) for an analysis of the financial cycle in the euro area.
\textsuperscript{23}The financial crisis database underlying their calculations, which covers 17 developed countries from 1870 onwards on a yearly basis, can be found here: \url{http://www.macrohistory.net/data}.
\textsuperscript{24}See Zou and Hastie (2005) for further details on the elastic net regularisation technique.
hyperparameters of the elastic net, the regularisation finds lags 7 to 10 to be relevant.

From left to right we add lags in time steps of four quarters, starting with the contemporaneous effect of the SRI on the probability of a crisis start. Column (4) shows the regression on the variables selected by the elastic net. The Area under Receiver Operating Characteristic (AUROC) for the specification without time lags is relatively low at 0.64. When adding the four-quarter lag (see column (2)) we see that the AUROC increases up to a value of 0.86, and adding the eight-quarter lag leads to a slightly lower AUROC of 0.84. In comparison, the full specification in Schularick and Taylor (2012) including lags up to five years has a slightly higher AUROC, but features country fixed effects. The elastic net excluded country fixed effects in our case. The variables selected by the elastic net yield an AUROC of 0.84 and have the lowest log likelihood (see column (4)). Their Akaike information criterion (AIC) value is at about the same level as for the specification in column (3).

The functional form implies a quarterly probability of a crisis start of: 0.5% versus the 0.8% used in Svensson’s calculations. The difference is due the different samples of the financial crisis databases used. Schularick and Taylor (2012) goes back to 1870 and covers 17 developed countries, whereas Lo Duca et al. (2017) covers 22 European countries that experienced a financial crisis since 1970.

Coming back to the critique by the BIS, which was about monetary policy and its effect on the financial cycle, we will now discuss the results for “leaning against the wind” with our augmented version of the Svensson framework considering the financial cycle.

We can see in Figure 2 that monetary policy has a strong impact on the SRI. It rises sharply in the beginning only to drop significantly to a low point after 2.5 years. The marginal benefits from a lower probability of a crisis are actually costs in the medium term because the SRI implies an increase in the probability of a crisis. Only towards the end of the 40 period horizon does the cumulated benefit of a lower probability of a crisis contribute to lowering the net cost. On top of this, there are the marginal cost in the form of the unemployment deviation and the marginal benefits of a less severe crisis, which are small compared to the marginal costs (see Figure 4).

To conclude, when considering the financial cycle, it is equally inadvisable according to the extended framework to use monetary policy to address financial stability risks. Nonetheless, the
critique by the BIS is warranted in light of the results. The net marginal costs are lower when considering the financial cycle, but the benefits of a lower probability of a crisis start are not enough to tip the balance.

4 Macroprudential policy

Staying within the Svensson framework augmented to take account of the financial cycle, we will now turn our attention to macroprudential policy. To what extent is macroprudential policy the right tool to address financial stability risks? Macroprudential policy interventions are represented here as an increase in banking sector capital requirements by 1 pp or a tightening in the LTV requirements by 1 pp.

We argue for one more additional change to the original framework to account for the financial cycle. We consider longer time horizons for which policy is activated to reflect the persistence and length of the financial cycle, 7.8 years on average in the euro area (Schüler et al., 2015). Furthermore, longer time horizons for the activation of macroprudential policy are more realistic.

Slight changes to the original DSGE model need to be incorporated for these simulations. For bank capital requirements, we assume an exogenous stationary AR(1) shock to the 11% bank capital requirements. With regard to the LTV requirements, we define LTV ratios for entrepreneurs and borrowing households as determined by a common LTV shock scaled to have the same absolute impact on both ratios. One has to bear in mind that a tightening of LTV requirements in the model does not fully represent how this tool is used in reality. In the model, we reduce the average LTV requirements, whereas in reality this tool is mostly used as a cap on LTV ratios. Therefore, a 1 pp reduction in average LTV corresponds to a lower cap of LTV ratios, depending on the distribution of LTV ratios.

Starting with bank capital requirements, we assume a 1 pp increase over the length of the financial cycle (7.8 years or 31 quarters). Figure 5 shows that the changes to debt levels are more pronounced and persistent than for LAW for four quarters. At the same time, the SRI is reduced significantly, reaching a low point 2.5 years after implementation of the policy. Unemployment increases slightly and goes down only towards the end of the 40 quarters considered here. These IRFs translate into considerable marginal costs (see Figure 6). Nonetheless, the movements in
the SRI are translated into marginal benefits outweighing the cost and tipping the balance in favour of using bank capital requirements to address financial stability risks. The benefits of a less severe crisis are not to be neglected either. The debt-to-income ratio decreases significantly and translates into a significantly less severe crisis unemployment deviation.

Coming to LTV requirements, we find that decreasing the LTV requirements of both firms and households by 1 pp leads to a much stronger reaction of the macroeconomy than changing the bank capital requirements (see Figure 5). Unemployment rises sharply and recedes to an elevated level. At the same time, debt and the debt-to-income ratio decrease more, after an initial increase. Finally, the SRI reaches the bottom after 2.5 years but at a level more than twice as low as for the bank capital requirements. These IRFs imply a much higher marginal cost (see Figure 7). Surprisingly, the benefits of a less severe crisis alone outweigh the marginal costs after 40 quarters. The probability of a crisis ultimately adds to the marginal benefits, although only slightly. In net cumulative terms, tightening the LTV requirements by 1 pp for 31 quarters is beneficial.

5 Robustness

5.1 Permanent policy changes

It can be argued that in practice changes in macroprudential policy occur only very prudently. The contribution of the Svensson framework is that we can assess the cost and benefits of the implementation of a policy in contrast to a static level assessment. The DSGE model by Darracq Pariès et al. (2011) is calibrated to reflect bank capital and LTV ratios in the euro area. Therefore, the investigation of whether a permanent change in bank capital or LTV requirements is advisable in order to tackle financial stability risks has merit.

Our results show that a permanent increase in bank capital requirements of 1 pp has net marginal benefits after 40 quarters (see Figure 9). The results are driven by the permanent decrease in debt levels and a strong reduction in the SRI (see Figure 8). The benefits outweigh the cost already after 23 quarters, and it is therefore advisable to use bank capital requirements in order to address financial stability concerns.
The cost benefit assessment of LTV requirements reaches the same conclusion using the Svensson framework. A permanent decrease in the LTV requirements for entrepreneurs and borrowing households has net cumulated marginal benefits, outweighing marginal costs already after 18 quarters and have cumulative net benefits after 40 quarters (see Figure 10).

5.2 Short-run implementation of macroprudential policy

Having laid out in Section 3 that a policy implementation over a longer horizon corresponds more naturally to the idea of the financial cycle, it is nonetheless worth exploring the results for shorter time spans of policy implementations.

As for monetary policy, we consider in the following a policy activation for 4 quarters. Starting with bank capital requirements, we find that a temporary increase in regulatory bank capital by 1 pp for four quarters has only marginal effects on the economy compared to LAW (see Figure 11). Debt levels do go down and unemployment is slightly higher. The higher unemployment drives the marginal costs, which in this case dominate the cost-benefit analysis after 40 quarters (see Figure 12). The erratic movement of the SRI in response to the policy leads to a cumulated cost of a higher probability of a crisis after around 20 quarters. In the end, the probability of a crisis has a cumulated benefit. The reduced debt levels only lead to comparatively very low cumulated marginal benefits due to a less severe crisis. In contrast to a longer time horizon of activation, there are net marginal costs for the short term use of bank capital requirements to address financial stability risks.

A four-quarter policy of a 1 pp tighter LTV requirement has a more persistent although weak effect on unemployment, debt levels and the SRI (see Figure 11). The benefits of a lower probability of a crisis start drive the results. In the short term, the cumulative costs outweigh the benefits, but after eight quarters the implementation has cumulated net marginal benefits (see Figure 13). Therefore, even a short term implementation of LTV requirements has net benefits in the long run although the benefits are much larger for longer activation time spans.

We conclude that both macroprudential tools, if changed, should stay at their new respective levels in order to generate substantial benefits for the economy.
6 Discussion

The finding that macroprudential policies are better suited to addressing financial stability risks than monetary policy is supported by a range of studies.\(^\text{25}\) This notwithstanding, our findings are obviously driven by the specific, and arguably simplistic, features of the Svensson framework. While we accommodate some of the criticism of the original Svensson approach (by studies such as Adrian and Liang (2016), Filardo and Rungcharoenkitkul (2016) and Gourio et al. (2017)) by taking into account the longevity of financial cycles as compared to business cycle fluctuations, we acknowledge that further work is warranted to substantiate and improve the robustness of the finding that macroprudential policy is the preferred tool over monetary policy to lean against the build up of financial cycles.

As Jeremy Stein has observed, there may be situations where LAW is warranted as it “gets into all the cracks” of the financial system.\(^\text{26}\) In other words, in some circumstances, either due to the nature of financial stability risks or due to the potentially limited effectiveness of the targeted macroprudential tools, some LAW may improve welfare.\(^\text{27}\)

Furthermore, it has to be kept in mind that macroprudential policy and monetary policy are to a large extent interdependent. These interdependencies imply the potential for a trade-off between the two policy functions as the transmission of macroprudential instruments are likely to affect the monetary policy transmission mechanism. It is to be expected that a monetary policy change will often impact the macroprudential policy stance (e.g. through its effect on bank profitability and risk-taking behaviour in the economy). Vice versa, changes in macroprudential policy, such as an adjustment of capital buffer requirements or changes to borrower-based measures (e.g. LTV ratios), are likely to affect general economic activity (via credit provisioning, asset prices and the impact of economic activity on overall financing conditions) and thus may influence the monetary policy stance. As highlighted by inter alia Carboni et al. (2013), price stability and financial stability are complementary and will often be mutually reinforcing.\(^\text{28}\) In general, it is thus likely

\(^{25}\)See e.g. Angelini et al. (2012a), Angeloni and Faia (2013), Beau et al. (2012), Christensen et al. (2011), Darraç Pariès et al. (2011) and Lambertini et al. (2013).


\(^{27}\)See also Smets (2014).

\(^{28}\)See Angelini et al. (2012b), Goodhart et al. (2007) and IMF (2015).
that in many instances there will be strategic complementarities between the two policy functions and that actions in one area will be supportive of the other policy area. However, there can also be potential for conflict between monetary and macroprudential policies; for instance, there can be situations where monetary policy would be too loose and risk creating financial imbalances, whereas macroprudential policy can be too restrictive, hampering the smooth transmission of monetary policy. Overall, while these considerations do not contradict the findings of this paper suggesting that targeted macroprudential policies are preferable to LAW, these considerations still underline the need to ensure an appropriate institutional framework with effective coordination mechanisms among the different policy functions, with clear delineations of responsibility.

7 Conclusion

This paper analyses the cost and benefits of monetary and macroprudential policy in addressing risks to financial stability for the euro area. This question is especially relevant today given the prolonged period of very accommodative monetary policy.

In a first step we replicate the results of Svensson (2017) for the euro area. We find that monetary policy has cumulated net marginal costs in addressing risks to financial stability. Next we extend the framework to take into account the influence of the financial cycle. Making use of the SRI, we re-estimate the probability of a crisis start and use these estimates to determine the benefits of a given policy in reducing the probability of a crisis. Evaluating monetary policy with the extended framework, we find that the cumulated net marginal costs are lower yet still negative. Thereby, we can answer the critique of the BIS and confirm the result by Svensson regarding LAW.

In order to address the more persistent financial cycle, we argue for longer time horizons for which policy is activated and use this augmented framework to analyse macroprudential policy. We find that both a 1 pp increase in bank capital requirements and a 1 pp decrease in LTV requirements has cumulated net marginal benefits after 40 quarters. Furthermore, we assess permanent changes in macroprudential policy and find that the benefits are even greater. As a robustness check, we conduct the analysis for short-term implementation of macroprudential policies and find that these policies are less beneficial and show cumulative marginal costs in the
case of an increase in bank capital requirements for four quarters.

To conclude, our analysis suggests that macroprudential policy is better suited to addressing risks to financial stability. The benefits outweigh the costs to a large degree for policy implementation with a longer time horizon.
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Tables

Table 1: Weights used in calculating SRI

<table>
<thead>
<tr>
<th></th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-year change in bank credit-to-GDP ratio</td>
<td>0.62</td>
</tr>
<tr>
<td>3-year change in residential real estate price-to-income ratio</td>
<td>0.28</td>
</tr>
<tr>
<td>2-year growth rate of real total credit</td>
<td>0.05</td>
</tr>
<tr>
<td>2-year change in the debt-service ratio</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Table 2: Start of financial crisis prediction - logit estimates

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent variable: Pr(p_{i,t})</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L0 SRI</td>
<td>0.450</td>
<td>-0.969***</td>
<td>-0.021</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.284)</td>
<td>(0.366)</td>
<td>(0.561)</td>
<td></td>
</tr>
<tr>
<td>L4 SRI</td>
<td></td>
<td>1.703***</td>
<td>-0.227</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.340)</td>
<td>(0.841)</td>
<td></td>
</tr>
<tr>
<td>L7 SRI</td>
<td></td>
<td></td>
<td>0.471</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1.808)</td>
<td></td>
</tr>
<tr>
<td>L8 SRI</td>
<td></td>
<td>1.414***</td>
<td>1.234</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.540)</td>
<td>(3.005)</td>
<td></td>
</tr>
<tr>
<td>L9 SRI</td>
<td></td>
<td>-0.909</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(3.079)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L10 SRI</td>
<td></td>
<td>0.528</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.853)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AUROC</td>
<td>0.64</td>
<td>0.86</td>
<td>0.84</td>
<td>0.84</td>
</tr>
<tr>
<td>Observations</td>
<td>1,599</td>
<td>1,519</td>
<td>1,439</td>
<td>1,400</td>
</tr>
<tr>
<td>Log Likelihood</td>
<td>-83.819</td>
<td>-73.682</td>
<td>-67.228</td>
<td>-66.276</td>
</tr>
<tr>
<td>AIC</td>
<td>171.638</td>
<td>153.365</td>
<td>142.455</td>
<td>142.552</td>
</tr>
</tbody>
</table>

Note: Standard errors are clustered at country level. Significance levels: *p<0.1; **p<0.05; ***p<0.01
Figures

Figure 2: Deviations from steady state for a temporary monetary policy shock using the Darracq Pariès et al. (2011) DSGE model

Figure 3: Cumulative Net Marginal Cost/Benefit of LAW
Figure 4: Cumulative Net Marginal Cost/Benefit of LAW considering the financial cycle

Figure 5: Deviations from steady state for a 31 quarter activation of macroprudential policy using the Darracq Pariès et al. (2011) DSGE model
Figure 6: Cumulative Net Marginal Cost/Benefit of macroprudential policy considering the financial cycle (temporary increase of bank capital requirements - 31 quarters)

Figure 7: Cumulative Net Marginal Cost/Benefit of macroprudential policy considering the financial cycle (temporary increase of LTV requirements - 31 quarters)
Figure 8: Deviations from steady state for permanent macroprudential policy shocks using the Darracq Parès et al. (2011) DSGE model

Figure 9: Cumulative Net Marginal Cost/Benefit of macroprudential policy considering the financial cycle (permanent increase of bank capital requirements)
Figure 10: Cumulative Net Marginal Cost/Benefit of macroprudential policy considering the financial cycle (permanent increase of LTV requirements)

Figure 11: Deviations from steady state for a 4 quarter activation of macroprudential policy using the Darracq Pariès et al. (2011) DSGE model
Figure 12: Cumulative Net Marginal Cost/Benefit of macroprudential policy considering the financial cycle (temporary increase of bank capital requirements - 4 quarters)

Figure 13: Cumulative Net Marginal Cost/Benefit of macroprudential policy considering the financial cycle (temporary increase of LTV requirements - 4 quarters)
Appendices

A Euro area DSGE model

The real side of the economy is modelled as a three-agent, two-sector economy, producing residential and non-residential goods. Residential goods are treated here as durable goods. A continuum of entrepreneurs, with unit mass, produce non-residential and residential intermediate goods under perfect competition and face financing constraints. Retailers differentiate the intermediate goods under imperfect competition and staggered price setting, while competitive distribution sectors serve final non-residential consumption as well as residential and non-residential investments. A continuum of infinitely-lived households, with unit mass, is composed of two types, differing in their relative intertemporal discount factor. A fraction \((1 - \omega)\) of households are relatively patient, the remaining fraction \(\omega\) being impatient. Households receive utility from consuming both non-residential and residential goods, and disutility from labour. Impatient households are financially constrained. The labour market structure is characterised by homogeneous labour supply and monopolistically competitive unions, which gives rise to staggered wage setting.

The banking sector collects deposits from patient households and provides funds to entrepreneurs and impatient households. Three layers of frictions affect financial intermediaries. First, wholesale banking branches face capital requirements (which can be risk-insensitive or risk-sensitive) as well as adjustment costs related to their capital structure. Second, some degree of nominal stickiness generates some imperfect pass-through of market rates to bank deposit and lending rates. Finally, due to asymmetric information and monitoring cost in the presence of idiosyncratic shocks, the credit contracts proposed to entrepreneurs and impatient households factor in external financing premia which depend indirectly on the borrower’s leverage. Figure 14 provides an overview of the financial contracts linking the banking sector to the real economy.

Finally, a government sector collecting taxes and providing lump-sum fiscal transfers and a monetary authority applying a standard Taylor-rule close the model.

The main differences between the DSGE model used for our euro area calculations and the model used by Svensson for Sweden are the banking sector, labour market, housing sector and
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\[ R_n = \left( R_{e+1} + \mu \right) \text{Dep} \cdot \Delta \]

Figure 14: Structure of the Model
the open economy. Darracq Pariès et al. (2011) features a well-developed banking sector which intermediates deposits from patient households to firms and impatient households. Furthermore, loans to households are backed by housing. RAMSES features an open economy, has more sophisticated labour market dynamics featuring unemployment, and only incorporates risky loans between firms and households.

B Acronyms

- AIC: Akaike information criterion
- AUROC: Area under Receiver Operating Characteristic
- BIS: Bank for International Settlements
- DSGE: dynamic stochastic general equilibrium
- ECB: European Central Bank
- GDP: gross domestic product
- GFC: Global Financial Crisis
- IRF: impulse response function
- LAW: “leaning against the wind”
- LTV: loan-to-value
- pp: percentage point
- SRI: Systemic Risk Indicator